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Abstract

Future sustainable energy systems require the integration of local renewable energy
sources (RES) into decentralized micro-grids, each containing RES, energy storage
systems, and local loads. A substantial challenge associated with micro-grids is
the optimization of energy flows to minimize operating costs. This is particularly
complex due to (a) the fluctuating power generation of RES, (b) the variability of
local loads, and (c) the possibility of energy trade between a micro-grid and a larger
‘utility grid’ that it connects to. Existing methods struggle to manage these sources
of uncertainty effectively. To address this, we propose MicroPPO, a reinforcement
learning approach for real-time management of power flows in such small-scale
energy systems. MicroPPO introduces a novel definition of the environment
as a Markov Decision Process (MDP) with a continuous and multi-dimensional
action space. This enables more precise control of power flows compared to
discrete methods. Additionally, MicroPPO employs an innovative actor network
architecture featuring multiple network branches to reflect the individual action
dimensions. It further integrates a differentiable projection layer that enforces the
feasibility of actions. We assess the performance of our approach against state-
of-the-art methods using real-world data. Our results demonstrate MicroPPO’s
superior convergence towards near-optimal policies.
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1 Introduction

Renewable energy sources (RES), such as photovoltaic (PV) panels, play a crucial role in the
transition to sustainable energy systems. This introduces new challenges related to the decentralized
control of locally interconnected RES, storage units, and loads [1]]. In private households or within
companies, the interconnection of such components forms a small-scale energy system, which we
call a decentralized micro-grid.
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Figure 1: Our micro-grid model consists of a PV system, a battery, and local loads. Moreover, the
micro-grid can connect to a utility grid.

Figure [I] shows a decentralized micro-grid that consists of a photovoltaic (PV) system, a battery, and
local loads. It can operate autonomously in an ‘island mode’ or connect to a larger ‘utility grid’,
enabling energy exchanges. The arrows in the figure indicate the possible directions of power flows.

Managing these power flows is particularly relevant since the number of installed PV panels on
private roofs has significantly increased in recent years [2]. PV systems are frequently accompanied
by a battery to achieve a certain degree of energy autonomy, so our model reflects a common,
state-of-the-art architecture for private micro-grids.

Effective management of power flows within decentralized micro-grids leads to a decrease in operating
costs and an increase in renewable energy consumption. However, the uncertain nature of RES,
coupled with dynamic load patterns and fluctuating energy prices, make supply and demand extremely
hard to predict [3]]. Furthermore, micro-grid operators must quickly make decisions to buy or sell
the exact amount of power they consume or produce for each market period, e.g., on an hourly basis.
Thereby, leveraging energy storage systems (ESS) enables operators to optimize the distribution of
energy based on its availability and costs. In other words, such decisions must be automated, using
intelligent energy management systems (EMS).

Existing approaches, typically based on mixed-integer linear programming [4] or dynamic program-
ming [5], are computationally expensive and lack flexibility. Additionally, they can only optimize
in an offline manner, meaning they operate in hindsight or require reliable forecasts. To address
these limitations and enable real-time execution, the optimal power flow management problem is
often formalized as a sequential decision-making problem. Model-based approaches such as rolling
horizon optimization [6] demand extensive domain knowledge and a precise parametric definition
of uncertainties, which might not be feasible in practical applications. Hence, recent reinforcement
learning (RL) based approaches allow for learning a policy without the need for a pre-defined model.

The setting we address (cf. Figure[I) involves a multi-component environment with a multi-dimen-
sional action space. It comprises continuous, interconnected actions; even a slight variation in one
dimension can result in an infeasible action. Literature [7] suggests that existing RL-based approaches
typically struggle with large state-action spaces. Hence, such approaches tend to be limited to discrete
action spaces.

To overcome these weaknesses, we propose MicroPPO, a new method for real-time power flow
management in decentralized micro-grids that can cope with continuous, interdependent action spaces.
It leverages Proximal Policy Optimization (PPO) [8], a powerful model-free deep reinforcement
learning (DRL) method.
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Our contributions are as follows:

* We model the optimal power flow management problem in a decentralized micro-grid as a Markov
Decision Process (MDP). We introduce a continuous, multi-dimensional action space that allows
the agent to dynamically control the PV system, battery, and energy exchange with the utility grid.

* We present an actor network architecture that enables the agent to learn a near-optimal policy in
domains characterized by multi-dimensional action spaces, particularly in the presence of external
constraints. Our approach encodes a latent representation of the current state and coordinates
different network branches that reflect the individual action dimensions. To enforce the constraints
of physical systems, MicroPPO incorporates a differentiable projection layer that maps the selected
action to the closest action in the space of feasible actions.

* We present a data generator that augments household energy consumption data with prices from
the wholesale electricity market and renewable energy generation data. The generator can serve as
a new benchmark for evaluating EMS for decentralized micro-grids.

* We use the generator to compare MicroPPO against mixed-integer linear programming (MILP)
methods, rule-based approaches, and state-of-the-art DRL-based EMS.

Our novel algorithm demonstrates superior performance compared to other DRL algorithms. With its
continuous action space, MicroPPO offers more fine-grained control of power flows compared to
discrete methods. In particular, it achieves a lower error compared to the upper bound obtained by
solving the MILP formulation with perfect forecast information.

2 Related Work

Most related work falls into one of two categories: model-based and model-free techniques.

2.1 Model-based approaches

Traditional approaches to micro-grid energy management tend to be based on a model that captures
the dynamics of the system. Rule-based approaches [9, 10, [1 1] use domain knowledge to ensure
system constraints are always satisfied. However, applying a pre-defined set of rules is generally far
from optimal.

Techniques such as (non-)linear programming [12]], mixed-integer linear programming (MILP) [4,[13]],
and dynamic programming [5} [14] solve the problem via offline optimization. These methods can
provide optimality guarantees but scale poorly with the dimensionality of the problem instances [[15].
Robust optimization [[16] and stochastic optimization [[17] alleviate this issue to some extent. Rolling
horizon optimization, also known as model predictive control (MPC), uses an additional uncertainty
estimator and allows for real-time operation of energy systems [18L[19]. However, all these approaches
require an explicit representation of the micro-grid, limiting scalability and flexibility [20]. Whenever
the distribution of uncertainty changes, one needs to redesign the model, predictor, and solver
components [7]].

2.2 Model-free approaches

To break away from the reliance on a fixed model, more recent approaches tend to build on reinforce-
ment learning (RL). By interacting with the environment, RL techniques learn a so-called policy that
serves as a near-optimal strategy [21]].

One well-known RL technique is Q-Learning, which has been applied to energy management [22} 23]].
However, Q-Learning tends to struggle in micro-grid contexts due to the very large state-action spaces
involved [7]]. Hence, deep reinforcement learning (DRL) techniques have been developed, which can
manage larger state-action spaces using deep neural networks. In general, DRL-based EMS differ in
how much control they have over micro-grid components. We distinguish between two types:

* The EMS can control individual components of the micro-grid. Various approaches are based on
Deep Q-Networks (DQN) [24, 25] and double DQN [26]. For example, [24] applies a DQN to
both maximize the profit of RES operators and reduce revenue variability using an ESS.
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» The EMS jointly controls several micro-grid components. It uses more complex objective functions
and composed action spaces to do so. For example, [[7] and [27] apply a DQN to control battery
operations and transactions with the utility grid. In [28]], the authors explore different value-based
and policy-based DRL algorithms for energy management in micro-grids with flexible demand.
Moreover, they present novel adaptations of Proximal Policy Optimization (PPO) and the A3C
algorithm that integrate an experience buffer to enhance data efficiency.

To our knowledge, most existing work on DRL-based EMS in micro-grids considers a discrete action
space. As dealing with large state-action spaces is difficult, discretizations tend to be coarse, which
limits granularity in micro-grid operations.

To ensure the reliability and safety of micro-grid operations at all times, it is crucial to enforce
the agent’s adherence to system constraints. Existing work tends to deal with such constraints by
implementing soft penalties for infeasible actions. However, such penalties may incentivize feasibility,
they do not enforce the agent’s adherence to system constraints. For instance, in [24], the authors add
a penalty term to the reward function to prevent the agent from choosing infeasible battery actions.
[29]] distinguishes different methods for enforcing hard constraints in RL settings: action replacement,
action masking, and action projection. Existing DRL-based approaches for power flow management
in micro-grids that operate on discrete action spaces, such as [7], use action masking. L.e., the agent
can only choose from actions in the safe action space. However, action masking is hard to implement
for continuous action spaces. Hence, [30]] proposes representing the underlying deep neural network
as a MILP. Alternatively, [31] ensures feasibility by incorporating a differentiable projection layer
into the policy in an inverter control scenario. One advantage is that the policy is still updated via
gradient propagation through that layer.

Our approach, MicroPPO, is model-free and is the first to apply PPO together with continuous action
space modeling in the context of power flow management in decentralized micro-grids. PPO is
particularly well suited for this application due to its stability, sample efficiency, and ability to handle
continuous actions [8]. We combine PPO with a differentiable projection layer [31]] to map actions to
the space of feasible actions, ensuring the safe operation of the energy system. Unlike other RL-based
techniques, MicroPPO offers an MDP that models the continuous action space. Our experiments
show that this leads to more precise control of the power flows.

3 Preliminaries

3.1 Micro-grid Model

Our model, illustrated in Figure [I] reflects a common micro-grid architecture. It comprises a
photovoltaic (PV) system, a battery, and local loads, and also allows for energy trading with the utility
grid.

We assume that the micro-grid operators have full control over the operation of the actionable
components of the micro-grid, i.e., they can control the direction and amount of power flow between
the components. The goal is to fulfill the load demand while minimizing operating costs. The latter
emerge from using the battery and buying power from the utility grid. Revenues may be obtained
by selling power to the grid. The following paragraphs introduce the different components of the
micro-grid in detail.

Utility Grid. The micro-grid can connect to the utility grid G, allowing buying and selling power
in real-time. Let ¢; denote the real-time electricity market price at time ¢. Further, we assume that
the costs of purchasing power from the grid exceed the selling prices. Therefore, we model the
selling prices as a discount 3 € [0, 1] of the electricity market price. So the transaction costs of the
micro-grid at time ¢ are

ft=0t~p§l,t—5~6t'p§ut,t, ()

is the power outflow, i.e., power sold. Given a sufficiently coarse time resolution, At = t;,1 — t;,
both p%)t > 0 and pfut’t > 0 might be larger than zero. I.e., we purchase power for % of the
current market period, and for the remaining time, which is (1 — x) - At, we export power to the
utility grid.

where p%t > 0 refers to the power inflow from the utility grid, i.e., power purchased, and pOGut,t >0
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Local Loads. For simplicity, we aggregate the loads of elements related to the household H that
consume electricity, such as lighting devices, heating and cooling systems, or other electrical devices.
Let I/ be the aggregated load demand at time ¢. In energy systems, renewable generation and load
demand often fluctuate. To ensure safe operation of the micro-grid, one strives to meet the load
demand at all times by implementing a reserve management strategy. In our micro-grid model, we
can purchase any power deficit from the utility grid G at any given time ¢ to maintain power balance:

Py + P+ Pl =i &)
piY, pgyt, and p% , are the power flows from the PV system, the battery and the utility grid to the
household, respectively.

Renewables Generation. The renewable generation system comprises PV panels with a maximum
joint capacity UTY. Excess power generated by the PV system during low power demand can either
be stored in the battery or sold to the utility grid. Let g©'V be the PV generation at time .

Energy Storage System (ESS). The ESS consists of a battery B that is mainly characterized by the
maximum capacity U, and the charging and discharging efficiencies 7751 and nﬁs, respectively. At
each time step ¢, the dynamics of the battery are modeled by

At - (pgz,tfl +p§ut,t—1)

SoCP = SoCP | + OB , (3)
where SoCP € [SoCB.  SoCE ] denotes the state of charge at time t. SoCZ, and SoCZ  are

the minimum and maximum allowable energy levels of the battery, respectively.

The actual charging power p%t € [0, RZ ] is defined as the proportion of the minimum between the
external power available for charging pfwt’t and the maximum available upward power given the

current state of charge, i.e.,

— SoCP) “)

max

UB
)
with v; € [0, 1]. Note that pﬁyt is constrained by the battery’s charging rate limitation R5 . The

B . B B B
Pip,t = Ut -mun (pewt,t *Mehs (SOC

actual discharging power pZ,, , € [0, R ] is given as

UB
Phs = wi ((SoCF — SoCE,) - 1)
with w; € [0,1]. v; and w; are external factors that control the amount of available power used to
charge the battery or discharged from the battery, respectively. The micro-grid operator needs to
decide on these factors at each time ¢, with at least one of these variables being 0, so that the battery
is not charged and discharged simultaneously.

&)

Both charging and discharging operations are associated with some fixed costs ¢& per kWh that
account for the acquisition costs of the storage system. We compute £Z as

OB
- UB.wB. (SOCELar - SOCELML) : nf?is’

£B

where CZ denotes the battery’s acquisition costs, and w? is the number of maximum charg-
ing/discharging cycles. The intuition behind this levelized cost of storage (LCOS) metric is to
relate the battery costs to the potential total amount of energy discharged over its lifetime, as
represented in the denominator [32]].

3.2 Global Optimal Solution

We formulate the power flow management problem using mixed-integer linear programming (MILP)
for the decentralized micro-grid described in the previous section. Solving this MILP allows us to
obtain the global optimal power flow schedule, which serves as the upper bound in our experiments.

In this MILP formulation, the micro-grid operator must make decisions on the power flows for the
entire time horizon T at once, i.e. t € {0,1,...,T}. These decisions rely on information such as the
generated power from PV systems, load demand, and the battery’s state of charge.
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In this work, we adapt the offline optimization problem formulation from [4] to our setting, resulting
in the optimization problem described in Eqs onl The operator decides on 1) the flow of power
from the PV system to the household p%, H t, the battery p and the utility grid pG ", 2) the power
flow from the battery to the household pZ ¢ and the utlhty grid pG ;» and 3) the amount of power
purchased from the utility grld % 4o charge the battery or to fulfill the load demand p¢, i1~ The
objective function in Eq. [6a] aims to maximize revenue over the entire time horizon 7', accounting
for both transaction costs and the operating costs of the battery. Following [4]], we introduce the
binary decision variables ygl’t and yfisyt to guarantee that the battery is never charged and discharged
simultaneously.

max Y ( — fr =& (e + PCy + By + pg,t)) (6a)
S.t.

PhG +Phe s PG =1V, (6b)
Py + Ry ey =afY W, (6¢)
pg,‘g ‘*‘P%t < RcBh 'ygz,t vt, (6d)

B UB
pB it + pB = (Socmax SOCt ) ' E Vta (6e)
Pie+06: <RI yis: Vi (6f)

UB
pg,t +pg,t S (SOCB Socfun) E Vt7 (6g)
Yo+ Udss <1V (6h)
Pi + DG = P, Vi, (6i)
pi{ + Pg,t = p(?ut,t vt, (6j)
phY €Rso Va€{H B,G}, W, (6k)
pt,€Rso Vae{H,G}, W, (61)
pS; €ERsq Vo€ {H,B}, Wt (6m)
yS, €{0,1} Va € {ch,dis}, Vvt (6n)

Eq.[6b]is the power balance constraint. Eq. [6c|sets renewable generation power limits. The ESS is
characterized by Eqs. [6dog] Specifically, Eqs. [6dH6e] establish the battery’s charging power limit,
while Eqs. [6f]j6g| define the discharging power limit. Eq. [6h|prevents the battery from being charged
and discharged simultaneously. Egs. [61{6]] relate to the power in- and outflow from and to the utility
grid, respectively. Lastly, Eqs. [6kHon| define the domain of the decision variables.

Note that either full knowledge of future information, i.e., about renewable generation, load demands
and energy prices, or corresponding forecasts are required to solve this MILP formulation. In other
words, this technique requires information that is hardly available in practical scenarios or introduces
further uncertainty.

Hence, in practice, the real-time management of power flows is typically a sequential decision-
making problem. To account for this sequential nature, we can derive a rolling horizon optimization
formulation, enabling real-time decisions by sequentially solving the presented MILP for each time
step individually. This allows us to compute the information needed for the decision in the current
step based on the optimal solution of the previous step. Specifically, we can update the battery’s SoC

using Eq.[3]
We use both the offline MILP optimization and the adopted sequential optimization as baselines in
our experiments.
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4 Our Approach

Our model-free approach, MicroPPO, is based on the RL paradigm, where an agent learns opti-
mal control policies through direct interactions with its environment. In the optimal power flow
management problem, the agent is the micro-grid operator, and the environment corresponds to our
micro-grid model presented in Section [3.1] The objective is to learn a policy that maximizes the
expected returns over time.

MicroPPO consists of two main parts: first, the formalization of the sequential decision-making
problem as Markov Decision Process (MDP); second, the algorithm to learn a (near-)optimal policy
for solving this MDP.

4.1 Formalization as Markov Decision Process

An MDRP is represented by a 5-tuple (S, A, P, R,~), where S is the set of states, A is the set of
actions, P is the state transition probability function, R is the reward function, and + is a discount
factor.

Our MDP for the power flow management problem incorporates the assumptions outlined in our
micro-grid model in Section [3.1] The near-optimal results of MicroPPO on real-world data suggest
that our approximation using an MDP is indeed a useful model for practical applications.

State space S. The state is the information that the agent uses for decision-making at each time step
t. We define the state s; € S as sy = (my, hy, dy, 17, gFV 4, SoCtB>. The variables my, hy, and d;

denote the current month, the current hour, and whether it is a working day, respectively. Note that
the load demand I, renewable generation gV, and the energy market price c; are forecasts. SoCP
is the battery’s state of charge at the beginning of period ¢, obtained from Eq.[3]

Action space A. Given the state s;, the agent interacts with the environment through the control
mechanisms outlined in Section [3.1] The action space comprises two components: (1) the renewable
generation and self-consumption action space A°C, and (2) the battery-grid action space ABC.
Thereby, AS¢ € [0,1] x [—1,1] is a 2-dimensional continuous action space that corresponds to the
share of power generated that flows from the PV system to the household or battery, respectively.
Negative values in the second dimension denote the share of power stored in the battery that flows to
the household. The battery-grid action space AB¢ € [—~1,1] has one dimension that specifies the
extent of the battery being charged with power from grid for non-negative values, or discharged to
the grid otherwise. Hence, we define the action a; € A = ASC x ABG gg

at = (afC17asz’a1{3G).

Following the assumptions made in our micro-grid model, we automatically purchase any power
deficit from the utility grid or sell over-produced power to the utility grid. However, A is a constrained
action space as some actions might lead to infeasible states due to physical constraints. We define the
space of feasible actions for time step ¢ as I'; using a set of constraints:

B 0<~S01 B"“‘SC2<1
th{at < a; + o0, - a; = 1, ’

0B —1<a’® +abCé <oP
where o € {0, 1} is an additional binary decision variable that denotes whether the battery should
be charged (of = 1) or discharged (o” = 0). The constraints provide guarantee that the power taken
from the PV system does not exceed its generation. Furthermore, they prevent the battery from being
overcharged or extracting more power than is allowed. Simultaneous charging and discharging of the
battery is not possible either. To guarantee that the agent only selects actions from I'y, MicroPPO
implements a so-called differentiable projection layer. We describe the details in Section 4.2

)

Transition Probabilities P. Given the state s; = s and the action a; = a at time step ¢, the next
state of the micro-grid changes to s,411 = s’ with a conditional probability PZ,,. The transition
probabilities are influenced by the uncertainty within the micro-grid. However, as our approach is
model-free, we do not need to model transition probabilities explicitly.

Rewards R. To guide learning, the RL agent obtains a numerical signal, the so-called reward r, after
performing an action and moving to the next state. That reward quantifies the goodness of the action
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taken. In line with the presented MILP formulation, the agent’s objective is to maximize the profit
gained from selling energy to the utility grid while minimizing both the costs of power purchased and
storage operation costs. To do so, we define the reward function as follows:

Ri(se,a)) =re=—fi— &5 (pfut,t +p51,t)a (3)

where f; denotes the transaction costs of the micro-grid (cf. Eq. , and €8 - (pB,, , + p%t) defines
the operating costs of the battery given its power in- and outflow at time step ¢.

4.2 Learning Algorithm

MicroPPO leverages Proximal Policy Optimization (PPO) to learn a (near-)optimal policy for solving
the presented MDP. PPO is a policy-gradient DRL algorithm that has been proposed in [8]. It adopts
the so-called actor-critic approach.

Actor-critic methods use two neural networks to assist the policy update by considering value function
information:

* The critic network, or simply critic, estimates the state value function V7* (s;) given the current
policy m, = m(at | st,0k). Itis trained based on past experiences.

* The second network, referred to as the actor network, updates the parameters 6y, of policy 7 in the
direction suggested by the advantage function A(ay, s;). Hereby, the advantage function specifies
the advantage of choosing action a; in state s; over the expected value of s;. We can approximate

itas A, by using the estimated state value from the critic.

In PPO, policy updates are constrained within a trust region to prevent moving too far from the policy
under which the training data was collected. This helps to mitigate the risk of destructive large policy
updates.

PPO tries to maximize the clipped surrogate objective function for the actor network,

LE(0y) = min(pt(ﬁk)/lh clip(py(0), 1 — €0, 1+ et)At>,

with p; (0g) = W:ﬁ - and € is a hyperparameter that defines the trust region. The clip-operator restricts

the probability ratio p;(6x) to [1 —e, 1+¢]. The joint objective function combines the actor’s objective
and the critic’s loss. It is a pessimistic bound on the unclipped objective:
L7P0(0) = B[L5 (06) — ALy (0k)]- ©

Le., a change in p; is only included if it worsens the objective, and is discarded if it improves it. The
hyperparameter )\, determines the degree of influence that the critic’s loss LY has on the parameter
update.

I. gl Action dimension 1
64 2

Latent . . Projected
State u g —> . Action dimension 2 ot rojected
- representation — ction dimensio ECI I —> —> action
64 2 8
64 64 *
Emdl Action dimension 3
64 2

64

I
W
v

Meta decision
variables

Figure 2: The architecture of the actor network implemented for the MicroPPO agent features a
branched structure. The fully connected neural layers are represented by trapezoids in grayish-blue,
and the size of each layer (i.e., the number of units) is indicated.
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In MicroPPO, the critic network consists of two hidden layers with 32 units each and the ReLLU
activation function, followed by an output layer consisting of a single linear unit to estimate the
state value V™ (s;). We set A, to 0.5, € to 0.2 and the discount factor 7y to 0.99. We use the Adam
optimizer with a learning rate of 0.0085.

Actor Network. Our intuition tells us that, in multi-dimensional action spaces, there may be depen-
dencies between action choices across different dimensions. However, the findings of [33]] suggest
that selecting actions from multi-dimensional action spaces with a certain degree of independence
can lead to better decisions. Following [33]], we therefore propose an actor network architecture
that distributes the action selection across several network branches corresponding to the action
dimensions. We denote them as action branches. Figure 2] provides a conceptual illustration of our
actor network architecture.

All action branches are headed by a shared module that encodes a latent representation of the common
input state. After selecting an action in each dimension, we obtain the joint action by concatenating
the individual dimensions. Hence, given the branched network structure, the total number of network
outputs increases linearly with the action dimensionality, in contrast to the usual combinatorial growth
observed in settings with multi-dimensional action spaces.

Another fundamental challenge associated with many DRL methods is that they lack consideration of
the physical constraints inherent in the systems in which they operate. I.e., we want MicroPPO to
ensure the actions’ feasibility for safe operation both during training and online execution. That is not
trivial because the action space A is multi-dimensional, so each action affects multiple components
of the environment simultaneously. Put differently, the joint action might violate some system
constraints as we select the action in each dimension with some degree of independence.

To address this, our actor network implements a subsequent differentiable projection layer that maps
each joint action to the closest action in the space of feasible actions. The projection layer can take
additional meta-decision variables as inputs to enable the projection or influence its direction. We
determine these meta-decision variables in a separate network branch that is also coordinated by the
shared module.

Our shared module consists of two hidden layers with 64 units each and the ReLU activation function.
Each action network branch consists of a hidden layer with 64 units followed by the hyperbolic
tangent activation function. The branch for outputting the meta-decision variables uses a softmax
activation after the last layer.

Differentiable Projection Layer. The projection layer mimics a function that maps the obtained
joint action at time ¢ to the closest action in the space of feasible actions I';.

In general, to integrate a function as a layer into a neural network, one must define a forward procedure
that maps inputs to outputs, and a backward procedure that allows back-propagation of gradients.
Typically, the forward procedure of a projection operation involves solving an optimization problem,
e.g., using standard convex optimization solvers [34]. However, in our case, I'; is non-convex as it
includes non-convex constraints resulting from the non-continuous variable otB . Thus, we must relax
the envisioned optimization problem to be able to use standard solvers. We do this by treating o as
a meta-decision variable that we compute using the aforementioned additional network branch. In
other words, o serves as an external parameter to the projection operation, making the optimization
problem linear and convex. For deriving the backward pass, we can then use the implicit function
theorem as described in [34]].

We define Pr, : A x {0,1} — I'; as a L2-norm projection that maps any action a; € .4, chosen
under 7, to the closest action a; in the feasible action space I';, given o;:

Pr, (at, 04) zargameilg llas — a3 (10)

After projecting action a; to a; = Pr, (a;), we use the projected action a, to transition to the next
state. Additionally, we calculate the projection loss at time ¢ as
pr __ ~ 112
LY = —llar — ael|3.

We add L, to the joint objective function of PPO (cf. Eq. E]) to be able to train the actor-network
end-to-end and to guide the agent towards sampling feasible actions from I';. L.e., our actor network
is cognizant of the relevant constraints during the learning process, aiming to enhance the overall
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model performance. The adjusted joint objective function is a weighted sum of the PPO objective
function and the projection loss term, given by

LEPO(0,) = LEPO(0,) + Apr L (11)

with hyperparameter \,, > 0.

S Experiments

In this section, we evaluate our approach using real-world data, and compare our results to the
state-of-the-art.

We implement MicroPPO using the OpenAI Gym framework [35] and the Stable Baselines 3
library [36]. Additionally, we use the cvxpylayers library [34] for differentiable projection. We
release our source code and experiments on GitHulﬂ with documentation to ensure reproducibility.
We run our experiments on a server with 64 cores at 2.4 GHz and 32 GB RAM per task.

5.1 Benchmark Data

We evaluate MicroPPO on real-world energy consumption data of 200 German households from
2019, first published in [37]]. We combine this with energy price data from the same time span [38]].
To obtain household-level prices, we apply an affine linear transformation to the German day-ahead
wholesale electricity market prices. We set the selling price to one quarter of the buying price, i.e.,
B = 0.25. Moreover, we incorporate renewable generation data of a German solar PV system that
was simulated in [39] using NASA’s MERRA-2 [40]. All data is sampled in hourly resolution. For
each of the 200 households, we align the PV system’s capacity and the nominal capacity of the battery
with their annual electricity consumption. Table[I] shows the parameter values for the micro-grid’s
components we use in our experiments.

We construct a data set comprising load, renewable generation, and price data from 2019 and segment
it week by week. This results in a total of 10,400 non-overlapping samples. Each sample comprises
168 data points (7 days x 24 hours per day =168 hours) with three features.

We conduct a 10-fold cross-validation on the household dimension and apply the holdout set method-
ology on the temporal dimension. IL.e., we first reserve 12 weeks of data (one week per month) as a
test set. Then, we successively consider 90% of the households (180) for training the model, and use
10% of the households (20) for testing. Therefore, the training set comprises 7,200 samples, and the
test set consists of 240 samples. This way, we ensure that we test our approach against households
and time intervals that have never been used for training.

Table 1: Overview of the parameters for the micro-grid components

Component Parameter Value

PVsystem UV 1.5 kWP per | MWh annual consumption
Uk 1 kWh per | MWh annual consumption
SoCB  10%
SoCB. 90%

Battery SoCE, 0%
RE/RE 05 -UPkWh
Tleh / ais 90 %

Utility grid 25 %

"https://www.github.com/EbiDa/MicroPPQ
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5.2 Baselines
We benchmark MicroPPO against the following model-based and model-free baselines:

+ Offline Optimization (B1) uses the MILP formulation as presented in Section [3.2]to obtain a
power flow schedule at the horizon of one week. The optimizer uses the actual seven-day-ahead
information, i.e., it assumes perfect forecasting. Hence, compared to other approaches, it has an
unfair advantage. We treat the obtained global optimal solution as upper bound.

* Sequential Optimization (B2) is the single-step variant of B1. L.e., it optimizes the micro-grid
operation for a single step ahead using perfect forecasts. Thus, unlike B1, it can be used in a
real-time EMS.

* Rule-based Operation (B3) secks to minimize operation costs by applying simple rules that
prioritize self-consumption and efficient battery usage by considering energy prices. Specifically,
when more power is generated than consumed, the surplus is handled as follows: If the current
energy price is higher than the median historical price, the surplus is sold. Otherwise, the surplus
is used to charge the battery up to maximum capacity, and only the remaining excess power is
sold. When less power is generated than consumed, the demand is covered by storage as much as
possible, and the remaining deficit is covered by purchasing energy. This approach, along with the
subsequent baselines B4-B7, uses forecasts of lf{ s gtp Voand ¢;.

* Self-consumption Pattern (B4) is a rule-based approach similar to B3, but it seeks to maximize
the consumption of locally generated power instead of minimizing operation costs. This reflects a
common operating strategy used in practice. L.e., when the generated power exceeds the demand,
the surplus is used for charging the battery until it is full, and further surplus is sold. When less
power is generated than consumed, the battery covers the deficit until it is empty, and further deficit
power is bought from the utility grid.

We provide the pseudocode of the rule-based baselines B3 and B4 in Appendix[A.1]

* PPO-based EMS on continuous action space (B5) uses, in line with our approach, PPO to solve
the MDP presented in Section4.1] but without applying any action projection. Instead, it enhances
the reward function 7, (cf. Eq.[8) by two soft penalties to guide the agent’s learning. The first
term L7V penalizes infeasible actions w.r.t. the PV system, i.e., when more energy is distributed
to household, battery, or utility grid than is generated. The second term L penalizes infeasible
battery-related actions, i.e., discharging the battery more than allowed or over-charging the battery,
respectively. The revised reward function for B5 is then

T?B =T —|—)\va£3‘/ —|—/\BLtB,

with the corresponding penalty factors Apy, Ag > 0. For Apy and \p, we tested different values.
With setting both hyperparameters to 0, the agent failed to learn how to avoid invalid actions. With
Ap = 50, it avoids choosing invalid actions but acts too conservatively w.r.t. the battery. We finally
set Apy to 10 and Ap to 5.

* DQN-based EMS (B6) is an adaptation of [24] to our micro-grid setting. We use the same state
definition as for our approach. However, since DQNs cannot deal with continuous action spaces,
we discretize 4. We use the same reward function as in our approach, but without adding any
penalty as we can simply apply action masking. Le., we exclude any infeasible action from APRY

* PPO-based EMS on discrete action space (B7) applies PPO to optimize the agent’s policy on the
same discrete action space as B6, i.e., AP? . Hence, as for B6, we neglect any penalty term in the
reward function.

We outline the hyperparameter configurations of the baselines B5-B7 used in the experiments in
Appendix [A.7]
5.3 Model Performance

We train MicroPPO for 1,209,600 steps (7,200 samples x 168 hours), i.e., 7,200 episodes. We update
the policy every seven hours based on experiences gained from 24 samples, by iterating over those
samples with a batch size of 168 (24 samples x 7 hours per sample). To modulate the influence of
the projection loss L{", we set A, to 2 (cf. Eq. [11).
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Figure 3: Comparison of the mean episode profit (in €) achieved on the test set by MicroPPO and
the different baselines.

We assess the model performance of the different approaches on unseen data using the test set.
Figure [3|shows the mean episodic profits achieved by different EMS strategies for the 12 weeks in
the holdout set, ordered by month.

Weekly profits. We compare the weekly profits generated using the strategy learned by MicroPPO
with those realized by the baselines. MicroPPO achieves only minimally smaller episodic profits
than the offline optimization (B1) and the sequential optimization approach (B2), which have the
unrealistic advantage of a perfect forecast. Baseline B2 demonstrates near-optimal performance.
This confirms our assumption that formulating the optimal power flow management problem as a
sequential decision problem in which we base decisions solely on the last state and action is a valid
approach.

Using MicroPPO, the operator can achieve a weekly revenue of up to 4.17€ on average in test week 6,
while the upper bound for mean episodic profit for this week, obtained with B1, is 4.26€. MicroPPO
consistently outperforms the rule-based strategies (B3-B4) and other DRL-based approaches (B5-B7)
throughout the entire year, across all test weeks. We can see that it achieves significantly higher
profits in the summer weeks (test weeks 6 to 8) on average compared to B5. Although the policy
learned with B5 shows higher average profits than those learned with B6 and B7, it fails to maintain
action feasibility. BS handles the system constraints as soft constraints by introducing a penalty term
to the reward function. On average, the agent of BS violates any of the presented system constraints
0.14 times per episode, while MicroPPO and the DRL-based approaches employing action masking
(B6-B7) ensure action feasibility at any point in time.

Optimality gap. In addition, we analyze the optimality gap of MicroPPO and the baselines B2-B7
concerning the global optimal solution for operating the micro-grid at minimum costs. In this work,
we measure the optimality gap using the relative difference as follows:

= (12)
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Note that the closer I (v;, v ) is to 0, the better. We apply this metric to the mean episodic profits,

setting v} to the profit obtained by B1 for episode i € {1,2, ..., 240}.

Figure [ presents the boxplot distributions of the optimality gap concerning the optimal power flow
schedule for the various strategies. The median optimality gap for MicroPPO is 0.0234, which is
surpassed only by the sequential optimization (B2) with perfect forecasts (median optimality gap of
0.0065). Notably, our approach demonstrates superior performance compared to other PPO-based
strategies, namely B5 (median of 0.0466) and B7 (median of 0.0942). Furthermore, in FigureE[, we
see that MicroPPO exhibits considerably less variation in the optimality gap than the other DRL-based
strategies. Among all the strategies, B2 shows minimal variation around its median optimality gap
value.

Our findings underscore the significance of fine-grained action choices, specifically employing a
continuous action space, in facilitating the learning of near-optimal policies for cost-effective micro-
grid operation. The optimality gap distributions of B6 and B7 further support this observation, with
both baselines showing higher median optimality gaps compared to the DRL-based approaches
using continuous action spaces (B5 and MicroPPO). In particular, the DQN-based approach (B6)
seems to have difficulties converging to a near-optimal strategy given the limited number of training
episodes. Finally, both rule-based approaches (B3 and B4) fall significantly short of achieving the
global optimal solution.

4.0

w
=)
1

N
=)
1

Optimality Gap

0.0 1

Approach

Figure 4: Boxplot distributions of optimality gap on a test set, w.r.t. the global optimal schedule
obtained solving the MILP formulation presented in Section [3.2] For each approach, we report its
median optimality gap.

6 Discussion

The policy learned by MicroPPO converges to the global optimal solution while guaranteeing safe
operation throughout the entire horizon. In contrast, a PPO-based approach that also uses continuous
action space but relies on soft constraints to prevent the agent from violating system constraints only
encourages the agent to choose actions from the safety set but does not strictly enforce them. This
may lead to infeasible or catastrophic system states. However, imposing hard constraints on the agent
using a projection layer also has some drawbacks, as MicroPPO’s key limitation is its computational
cost. Computing a projection during every forward pass is considerably more expensive than running
a basic feed-forward neural network. Nonetheless, MicroPPO achieves the fastest convergence among

13
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all the DRL-based baselines as we guide the learning process by integrating the projection loss into
the PPO loss objective.

Although sequential optimization performs well in our basic setting, it lacks flexibility as the com-
plexity of the micro-grid increases. For instance, expanding the micro-grid model by adding a second
ESS would necessitate revising the MILP formulation and introducing additional constraints. In
contrast, MicroPPO is capable of handling large micro-grids more effectively. This is due to the
branched structure of the actor network, where action choices in different dimensions are distributed
across separate branches, allowing for some degree of independence in selecting actions. Thus, the
number of network outputs grows only linearly with the number of action dimensions.

To illustrate, let us assume we want to add a second battery, Bs, to our micro-grid. In this case,
we would need to make the following straightforward adjustments to the presented MDP and the
actor network: (1) Add two dimensions to the action space, defined analogously to the second and
third dimensions of a; in Section namely af s and af 2¢(2) Add corresponding network
branches to the actor network. (3) Add a second output to the meta-decision variable branch. (4) Add
corresponding constraints to the set of constraints that define the space of feasible actions.

Hence, we plan to further investigate our model’s capability of learning near-optimal policies for
diverse objectives and increasingly complex micro-grids. A fruitful area for future work may involve
integrating electric vehicles (EVs) that support vehicle-to-grid technology into our model, as they
pose unique challenges for micro-grid operators. Most prominently, the intermittent unavailability
of such an EV introduces a new dimension of complexity. A substantial question is how to deal
with the fact that the EV’s state of charge changes during unavailability due to driving or external
charging. In this context, we will also focus on scenarios with limited operator control. In such
partial control scenarios, challenges may mainly arise in achieving optimal coordination across all
micro-grid components.

7 Conclusion

In this work, we propose MicroPPO, a Proximal Policy Optimization (PPO) based energy management
system for minimizing the operational costs of a decentralized micro-grid. Unlike many existing deep
reinforcement learning-based approaches, MicroPPO leverages the careful definition of a continuous,
multi-dimensional action space for more nuanced control of power flows. Our approach introduces a
novel actor network architecture comprising a shared module followed by several network branches:
one for each action dimension and an additional branch for outputting meta-decision variables.
Furthermore, our actor network integrates a differentiable projection layer, enabling the enforcement
of system constraints during both the training and online execution.

Our experiments using real-world data show MicroPPO’s convergence towards near-optimal policies
obtained by solving a MILP formulation with perfect forecast information. Notably, our method
outperforms other DRL algorithms employing discrete action spaces or implementing soft constraints.
MicroPPO perfectly satisfies the system constraints over the entire horizon while learning to minimize
operating costs within the safety set.

While our work highlights an approach to modeling sequential decision-making problems in energy
systems using a continuous, multi-dimensional action space and guaranteeing agents’ adherence to
system constraints, we believe that this is only the beginning of a broader discussion on the close
handling of multi-dimensional action spaces and the integration of domain knowledge into RL-based
methods. In particular, allowing nuanced control in the presence of hard constraints will be critical to
the real-world success of these methods in the context of energy systems.
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A Appendix

A.1 Pseudocode for the Rule-based Baselines

This section contains the pseudocode for the two rule-based baselines, B3 (rule-based operation)
and B4 (self-consumption pattern), against which we compare our approach. We provide the
implementations of B3 and B4 in the GitHub repository.

Rule-based Operation (B3). Algorithm I]presents the application of a pre-defined set of rules for a
single time step. Baseline B3 prioritizes self-consumption and efficient battery usage based to energy
prices. Surplus power generated by the PV system (i.e., Ag;) is sold if current prices exceed the
median of historical ones (cf. Line 6-7); otherwise, it is used to charge the battery, with any excess
power being sold (cf. Line 9). Power deficits are addressed by storage if available, supplemented by
purchased energy. Thereby, B3 uses the battery-related Charge and Discharge routines outlined in
Algorithm 2}

Algorithm 1: Baseline B3 (Rule-based Operation)
Input: [/, gP'V, ¢;, SOCBE, SOCE, . nfh/dis, U =[ci1,...,¢C0

Output: pﬁ,t’ pgut,t? picfz,t’ pg’;n,t
1 Al + -1
2 pﬁt,t?poBut,t?ng,ﬂpgut,t <0
3 if g’V > I} then
4 Al <0
s | Ag gl —1f
6 if ¢; > median(¥) then
7 L pgum — pgut,t + Ags
8 else
9 t pgl,t’pOGut,t < Charge (Ag;, Pilg,t: ptc);ut,t’ 775)
10 else
u | ph, . (SoCE, —80CE,) - %t
12 | ifpf,, > 0then
13 poBut,t < Discharge (deis,t’ 1, poBut,t’ Wgs)
14 Al + Al + pfut,t N
15 | Al <+ Al +gPVv

16 pgz,t «— Pght + max(0, —Aly)
17 poGut,t A pfut,t + max(0, Aly)
18 W WU e

B B G G
19 return pin,tv pout,ta pin,ta pout,t
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Algorithm 2: Battery-related Charge and Discharge routines

Function Charge (Ag,, pﬁht, pg;ut’t, ni):
pgz <+ B.charge(Ag;) - %
Agy + Agy — pgz
Pha < Phy By
if Ag; > 0 then
G S A
pout,t pout,t gt
| return pﬁl,hpg;ut,t

Function Discharge (p, ,, I, Dy 1146) ¢

wt<—ltH Bl

dis,t

ph., < B.discharge(w;)

B B B
Dout,t < Pout,t T PH ¢

return p2 , ,

Self-consumption Pattern (B4). Algorithm [3|illustrates a variant of baseline B3 that is commonly
used in practice. Like B3, baseline B4 prioritizes the self-consumption of generated or stored power
and executes the charging and discharging routines from B3 (cf. Line 6 and 10). However, unlike B3,
it does not consider current energy prices.
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Algorithm 3: Baseline B4 (Self-consumption pattern)
Input: [/, gF'V, ¢;, SOCE, SOCE, | ngb/dis

m

. B B G G
OUtPUt' pin,t’ pout,t’ pin,t’ pout,t
Al —lfl

B B G G
pin,tvpout,tvpin,tvpout,t <0
if gV > 11 then

Al <0
Agy + gFV — 17
s - e Al e 1)
else
B
pﬁw « (80CPy = S0C) - R
ifdeis,t > 0 then
p(?ut,t — DiSCharge (pgis,t’ lH’ poBut,t! Wgs)
Al +— Al +p§ut,t . nﬁs
L AlteAlt+ng

pz‘%,t — Pght + max(0, —Aly)

poGut,t A poGut,t + max(0, Aly)

B B G G
return pz‘n,fm pout,t7 pin,t7 pout,t
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A.2 Hyperparameters of the DRL-based Baselines

In this section, we detail the hyperparameter configurations of the DRL-based baseline B5-B7 used
in our experiments.

Similar to MicroPPO, we train B5-B7 for 1,209,600 steps, which corresponds to 7,200 episodes,
each consisting of 168 steps. We provide an implementation of these models using the OpenAI Gym
framework([35]] and the Stable Baselines 3 library [36] in the repository on GitHub.

Table [2] and Table [3| present the hyperparameters of the PPO-based baselines (B5 and B7) and the
DQN-based baseline B6, respectively. For B6 and B7, following [24], we discretize the action space
in each dimension into tenths. For example, if a continuous action dimension a’ ranges from 0 to
1, the corresponding discretized sub-action space is aéisc ={0,0.1,...,0.9,1}, comprising eleven
sub-actions.

Table 2: Parameters of the PPO-based baselines (B5, B7)

Hyperparameter | B5 (PPO-C) | B7 (PPO-D)
Ay 0.5
€ 0.2
¥ 0.99
Batch size 168 steps
Update frequency every 7 steps
Optimizer Adam
Learning rate 5x 1074
Exploration rate 0.1

Multi-layer perceptron
Actor network yerp P

(2 layers, 64 units each, ReL.U activation)

o Multi-layer perceptron
Critic network . o
(2 layers, 32 units each, ReLU activation)
Apv 10 -

AB 5 -

Table 3: Parameters of the DQN-based baseline (B6)

Hyperparameter B6 (DQN)
y 0.99
Replay buffer size 1.0 x 108
Batch size 168 steps
Learning start after 24 steps
Update frequency every 4 steps
Update frequency (target) every 168 steps
Optimizer Adam
Learning rate 5x 1074
Networks Multi—.layer perceptron o
(2 layers, 64 units each, ReLU activation)
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